Chem. Rev. 2006, 106, 1355-1374 1355

Molecular Simulations of the Transport of Molecules across the Liquid/Vapor
Interface of Water

Bruce C. Garrett* and Gregory K. Schenter

Chemical Sciences Division, Pacific Northwest National Laboratory, Richland, Washington 99352

Akihiro Morita

Department of Computational Molecular Science, Institute for Molecular Science, Okazaki 444-8585, Japan

Contents
1. Introduction 1355
2. Computational Methods 1357
2.1. Interaction Potentials 1357
2.2. Simulation Methods 1358

2.2.1. Energetics of Solute Transport across the 1359
Gas/Liquid Interface

2.2.2. Kinetic Studies of Solute Transport 1359

2.2.3. Dynamical Simulations of Solute 1360
Transport

3. Results of Molecular Simulations 1360

3.1. Interfacial Properties of Water 1360

3.2. Molecular Properties and Processes at the 1362
Air/Water Interface
3.2.1. Energetics of Solute Transport across the 1362
Gas/Liquid Interface

3.2.2. Kinetic Studies of Solute Transport 1364
3.2.3. Dynamical Simulations of Solute 1364
Transport
3.3. Summary 1365
4. Modeling Uptake 1366
4.1. Uptake Coefficient and Resistance Model 1366
4.2. Mass Accommodation Coefficient 1366
4.3. Uptake Measurement and Analysis 1367
4.3.1. Droplet Train Flow Tube 1367
4.3.2. Advantages and Problems 1368
4.4, Fluid Dynamics Analysis for Gas-Phase 1369
Transport
4.4.1. Gas Flow and Concentration—Plug Flow 1369
Assumption
4.4.2. Dependence of Frequency and Speed 1370
4.4.3. Quantitative Evaluation for Water 1370
Condensation
4.5, Summary 1371
5. Summary and Conclusions 1371
6. Acknowledgments 1372
7. References 1372

1. Introduction
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number of areas of science. Uptake of trace molecules by
aqueous droplets is important in the atmosphere, as it enables
new heterogeneous chemical pathways that are not available
in the gas phast:* The uptake of molecules by water and
partitioning to the air/water surface is important in aquatic
environmental systenfsin addition, uptake is interesting
because it is an example of a multiscale process in which
the role of molecular processes at the air/water interface is
not fully understood at this time.

Uptake of molecules by water droplets is a macroscopic
process that is controlled by mass transport in the gas and
liquid phases and can be influenced by molecular-scale
processes occurring at the vapor/liquid interface. Careful
experimental studies have provided important data on uptake
rates of a variety of molecules by aqueous liquids. Reviews
of experimental methods and results are availabigEarlier
work®1°was focused on SQuptake because of its importance
in acid rain. Studies of the uptake of atmospherically
important sulfur and nitrogen compounds abotihé® There
are also studies of atmospherically important oxidaetg,(

OH, O, and HQ)'?1%21 and a number of studies of the
uptake of organic speci#s?® and halide containing com-
poundst 729 A special case of uptake is the condensation
of water on aqueous droplets3® These macroscopic
measurements provide information about uptake by droplets
that are micron size or larger and over time scales that are
on the order of milliseconds or longer. For these time and
length scales, the diffusion equation, which describes the
evolution of the spatial probability distribution of the trace
molecule toward an equilibrium distribution, adequately
predicts mass transport in the liquid phase. The diffusion
equation is not always a sufficient description of gas-phase
mass transport, and treatment of the coupled evolution of
spatial and velocity distributionse(g, as described by the
Boltzmann equation) can be necessary to accurately describe
mass transport near the interface.

Understanding molecular-scale processes at the vapor/
liquid interface involves dynamics of molecules over short
distancese.g, nanometer (nm= 10~° m) length scales, and
short times,e.g, nanosecond (ns= 10°° s) time scales.
Although these dynamical processes are difficult to probe

The transport of molecules across the liquid/vapor interface €xPerimentally, they can be followed explicitly in molecular
of water is a fundamental process that is important in a simulations. Conversely, molecular simulations are currently
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limited to simulation sizes typically less than millions of
molecules over nanosecond time scales, and therefore, they
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liquid phases. The effects of interfacial processes that may
impede the uptake process are introduced through a phe-
nomenological parameter, the mass accommodation coef-
ficient. This phenomenological model is distinct from an
accurate multiscale model, which would explicitly couple
the mathematical equations for molecular-scale processes
with those for continuum-level processes. Nonetheless, it is
sometimes possible to extract underlying details from careful
analysis of macroscopic observations. For example, informa-
tion about the temperature dependence of thermal rate
constants provides information about reaction energetics. In
a similar spirit, analysis of the mass accommodation coef-
ficient has been used to infer details of molecular-scale
interfacial processes from uptake experiments. The main
conclusion from the analysis of these experiments is that the
transfer of hydrophilic molecules across the vapor/liquid
interface of water is an activated procé€%3he reliability

of this conclusion about a molecular-scale process depends
on a consistent means of relating the physics on a molecular
scale to the physics on a continuum level.

Conclusions about the molecular-scale processes inferred
from the uptake experiments have been tested using molec-
ular-scale simulations. The simulations have consistently
shown no evidence of an intrinsic activation barrier to

cannot directly address the macroscopic uptake processmolecules entering the liquid phase. The reliability of
which would require treating system sizes of several orders predictions from molecular simulations is determined largely
of magnitude more molecules over time scales that are atby the accuracy of the representation of the intermolecular
least 16 to 1¢° times longer. Consequently, understanding interaction potentials and the fidelity of statistical mechanics
how molecular-scale processes at the vapor/liquid interfacesimulations of interfacial processes. The disagreement be-
influence uptake requires an accurate multiscale model oftween the inferences from experimental observations of
the uptake process.,e., one that correctly integrates the macroscopic processes and the observation of molecular
physics at the different scales to bridge both length and time processes from simulations of the air/water interface provides
scales from molecular-level to macroscopic processes. an opportunity for greater understanding of the important
The most widely used approach to correlate and interpret process of uptake. First, this disagreement demands a better
uptake experiments is the resistance model of uptdke,  knowledge of the reliability and limits of applicability of
which builds on the formulation of “characteristic process both the macroscopic model of uptake and the interaction
times” by Schwart?%%” The resistance model is an ap- potentials and models used in the molecular simulations.
proximate, continuum-level description of uptake, which Second, a thorough understanding of the influence of
includes continuum models of mass transport in the gas andmolecular-scale processes on uptake requires an accurate
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multiscale model that explicitly couples the molecular and molecular interactions are described using density functional
continuum equations. One major purpose of this paper is totheory (DFT)>* The CP approach requires considerably more
provide a review of molecular simulations of the vapor/liquid computational resources, so that only limited studies of
interface of water with an eye toward assessing the reliability properties of aqueous interfaces have been performed.
of their predictions. Another major purpose is to address the Calculations have not been done yet with the CP approach
issues of the reliability of the resistance model of uptake to study properties relevant to mass transport. Therefore, we
and the quantitative accuracy of experimental analyses.do not discuss this approach further in this review.
Derivation of molecular-level information from the macro- The total potential energy of a collection of water
scopic uptake experiments requires careful calibrations, asmolecules for the ST2, MCY, TIP4P, CC, SPC, and SPC/E
we discuss below, and we hope to indicate directions for models is given by a pairwise additive form
future work that are needed to fully understand the reliability
of the experimental analyses. The development of an accurate U= ZUEB (1)
multiscale model is beyond the scope of this work and will i<
not be discussed in any detail.

One purpose of this review is to provide a perspective on
molecular-scale simulations and to evaluate the level of
accuracy they provide for interfacial properties, particularly

those associated with the uptake of molecules atthesurfaceﬁ ns and a term nting for attractive and repulsiv
In section 2, we briefly review computational methods ons and a term accounting for attraclive a epuisive

commonly used in studies of aqueous interfaces, including Coulombic interactions. For simplicity, we denote the former

functional forms of the molecular interaction potentials, €M as a Lerjnard-Jones_mteractl(.id;f&}j), although a
descriptions of the simulation methodologies, and descrip- fange of functional forms is used in practice. With the
tions of the molecular models of the interface. In section 3, Coulombic interaction denoted Coulombld,), the two-

we present the results of simulations of select properties of body potential is given by :

the air/water interface and properties of molecular interac- - L c

tions at interfaces. Section 4 presents an overview of Ui~ = ;U]Jaiﬁﬂ‘Uai,ﬂ.D )
modeling approaches to the macroscopic process of uptake. By : :

In particular, we present a detailed description of the uptake , , ) .

process in flow tube experiments with the help of fluid Wherea; andp; are sites on moleculésandj, respectively.
dynamics calculations toward critical comparison between The number and location of sites used to describe these

the uptake experiments and the molecular simulations. interactions also vary for the different interaction potentials.
Section 5 provides concluding remarks. The Coulombic interactions are determined by charges on

the sites, which are treated as parameters in the model. The
. NCC, SK, POL3, and DC models add many-body interac-
2. Computational Methods tions through a polarization term. The number of polarizable

Reviews of simulations of aqueous interfaces are avail- Sites and their location varies in these models. Table 1
able®49The focus of the present work is on the vapor/liquid presents a summary of the different charac_tensﬂcs for some
interface of water and on the results of simulations rather Of these models, including the number of interaction sites.
than the methodology. We provide brief summaries of the LJ, C, and P refer to “Lennard-Jones” type, Coulombic, and
computational approaches used, and direct interested reader@olarization interactions, respectively.

where the sum is over pairs of molecules in the system. The
two-body term is generally expressed as the sum of a term
accounting for short-range repulsive interactions and long-
range attractive interactions arising from dispersion interac-

to the reviews for more detailed descriptions. The flexible SPC models have the same characteristics as
the SPC and SPC/E models (number of R, C, and P sites),
2 1. Interaction Potentials and the equilibrium geometries have the same OH bond

length and HOH bond angle. The central force water model

A variety of interaction potentials have been used in is significantly different from the previously discussed
simulations of the air/water interface, including S'f2gentral analytical models. In the CFW model, the molecular
force water (CFW}2 MCY,*3 TIP4P#* CC/ SPC% SPC/ geometries are not fixed and all atoms interact will all other
E,*” two flexible versions of the SPC potential (SP&4nd atoms in the system through pairwise additive terms for HH,
SPC-E8), NCC the Sprik-Klein model (SK)3® POL35! OH, and OO interactions. More complex functional forms
and the Dang Chang model (DC)? These potentials are  are used than the usual Coulombic interactions plus “Len-
analytical functional forms, which, with the exception of nard-Jones”, although Coulombic interactiong.( O r—?)
CFW, SPC/F, and SPC-F, treat the water molecule as rigid. are included. The charges underlying the Coulombic terms
The ST2, CFW, TIP4P, SPC, SPC/E, SPC-F, SK, POL3, give rise to a dipole moment of 1.86 D.
and DC models are empirical; that is, the parameters are Empirical potentials are generally fitted to reproduce
adjusted so that classical simulations reproduce some set oexperimental condensed-phase properties such as the average
experimental properties of the liquid phase. The MCY, CC, potential energy, structural factors such as radial distribu-
and NCC potentials were fitted to reprodued initio tion functions, and pressure (for fixed volume simulations)
electronic structure information for small water clusters. Most or density (for fixed pressure simulations). Table 1 presents
of these potentials were developed to reproduce either bulkcomputed values for a few selected bulk propertigs:the
properties of water or the energetics of small water clusters, diffusion coefficient D, and the dielectric constant.
and their ability to reproduce properties of the air/water Computed results are taken from the literature for $T2,
interface is a test of how well they extrapolate to conditions CFW*2 MCY 435 TIP4P#4.5657CC > SPC4#:57 SPC/EY"57
for which they were not parametrized. More recently, NCC/%58SK0155pPQOL35 and DC$? and are compared with
simulations of the air/water interface have been performed experimental result®¥.Except for the MCY potential, which
using the CarParrinello (CP) approach,in which the is fitted to ab initio data, the computed values Uf are all
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Table 1. Characteristics of Water Models and Selected Liquid Properties

monomer properties liquid propertfes

model ron(A) Onon (deg) LJ sites C sites P sites u (D) U (kJ/mol) D (x105cnv/s) €
ST21 0.96 105 1 a 0 2.35 —-37.4 1.9
CFWH*2 0.9584 104.45 1.86 —-39.7 1.1 34
MCY*3 0.9572 104.5 3 2l 0 2.19 -35.6 34
TIP4P* 0.9572 104.52 1 3 0 2.18 —41.6 3.37 6157
CccH» 0.9572 104.5 3 2! 0 —-39.0
SpCs 1 109.47 1 3 0 2.27 —-37.7 3.67 757
SPC/B” 1 109.47 1 3 0 2.35 —41.4 2.47 7007
NCC* 0.9572 104.5 175 3d 29 —44.6 2.5 1068
SK30 0.9572 104.52 1 3 1h 1.85 —42.2 1306-140'%5
POL3?! 1 109.47 1 3 1 1.85 —43.6 3.1

DC?? 0.9572 104.52 1 3 1 1.85 —41.2 2.1
exp® 0.9572 104.52 1.85 —41.5 2.4 78

aTemperature and density are 298 K and 0.997 g/amd results are from the model reference unless noted otheP@selombic interaction
sites on H atoms and tetrahedral sites 1.0 A from an O atdhs 283 K. ¢ Coulomb sites on H atoms and M sifel = 292 K. ' Lennard-Jones
type interaction on all atoms plus M sitePoint dipoles on OH bond$.Distributed charge model centered on M sitBoint dipole on M site.

within about 4 kJ/mol (or 10%) of the experimental value. : “Vapor*|\, Water |\, “Vapor'
The diffusion coefficient is a more critical test of many of
these potentials, and it shows more deviation from the
experimental results, differing by over a factor of 2 for CFW.

_ Simulations of molepulgs interacting Wlth the.vapor/lquld y

interface of water require intermolecular interaction potentials ! ! /

for the molecule-water interaction as well as the water ~ Figure 1. Schematic of simulation cell. A slab of water occurs
water interaction. Simulations of the interaction of solute between two vapor sections. Thexis is perpendicular to the two
molecules with the vapor/liquid interface of water have been free water surfaces.

performed for methandP, 62 ethanolf3-%¢ ethanedioff de-

canol®” phenol®8° p-n-pentylphenof? dimethyl sulfoxide interfaces with the “vapor” phase. The “vapor” is usually
(DMSO0),* acetonitriles? benzené? ammonia’3 hydroxyl void of molecules, because the sample size is small and the
radical (OH)7477 hydroperoxyl radical (Hg),”® hydrogen probability of evaporation of a water molecule is low. For
peroxide (HO,),’® ozone (Q),’*6770,,76 N,,76 CO,,”® and example, the probability of finding a water molecule in the
S0,.78 These simulations have typically employed all-atom, “vapor” represented by a cube with side 2.5 nm is 1% at
empirical models such as Amb&CHARMM,8° and OPL&! room temperature. Similarly, the average number of air
force fields to describe the intramolecular potentials. In these molecules ¢.g, O, and N) in a cube this size at room
models, bond lengths are generally constrained while in- temperature is 0.4. Therefore, treating the “vapor” as a
tramolecular bends and torsions are treated explicitly. vacuum is a reasonable approximation in this case.
Interactions between_the splute and water molecules.typlcally Simulations are performed at a constant volume and
include long-range dispersion and short-range repuleig ( temperature, typically with periodic boundary conditions

hsggE;rt((j)-r:rjfi)cngﬁ;raselvelga?ﬁa(l:(cjﬁgmebfoIr?taet:)ar?]tsloiﬂsthbeetsvt\;?uetgapp"ed in all three directions. Use of 3D periodic boundary
ges. 9 conditions can lead to artificial structuring of solvent or solute

molecules are fitted to reproduce the electrostatic potential molecules induced by interactions between periodic replicas

from electronic structure calculations using approaches such y Inter P ; P

as CHELPG? The parameters for the long-range dispersion of the slabs. Both truncation and Ewald summation of the

and short-range repulsion interactions are typically deter- Iong-range €., _Coulomblc) Interactions have b(_aen em-
ployed in the literature. If long-range interactions are

mined by the LorentzBertholot mixing rules® In a few i :

cased? /577 polarizable force fields are used, and for truncated, then the separation between s!abs just needs to

DMSO/ a flexible (but nonpolarizable) force field was be Iarger than the truncation @stance to avoid these problems.

employed. Treating long-range interactions by Ewald summation pre-
sents more of a challenge. The computational costs of 3D
Ewald summation become more expensive as the interslab

2.2. Simulation Methods separation becomes larger in an effort to decrease interactions

between slabs. Ideally, it would be best to employ 2D

We provide here a review of simulation methods used to Periodic boundary conditions that only impose periodic
probe the energetics, dynamics, and kinetics of adsorbate?oundary conditions in the two dimensions parallel to the
molecules interacting with agueous liquid interfaces, which interface. However, implementing 2D Ewald summation is
is the main focus of this work. The general prescription for more difficult than the standard 3D approach, and it is usually
simulation of these types of systems is as follows. Molecular not done. These issues become more of a problem when
dynamics (MD) simulations are performed on a system dealing with the solvation of charged species, particularly
consisting of a solute and hundreds to thousands of waterfor studies of the interfaces of high concentration electrolyte
molecules in a rectangular simulation cell in which the  solutions. These effects for the low concentratiang,(one
axis is elongated (see Figure 1). For example, for a simulationsolute with hundreds of solvent molecules) of neutral species
of 500 water molecules, dimensions of 2.5 sn2.5 nm x are expected to be much less important, although systematic
7.5 nm have been usétl.The slab of water forms two studies of the effects have not yet been done.
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2.2.1. Energetics of Solute Transport across the
Gas/Liquid Interface

Free energy profiles for transfer of solute molecules across o / . :
f{o explicitly follow classical trajectories and allows the

the interface are computed either using a constrained mea
force approack statistical perturbation theo® or umbrella
sampling technique®:#” The reaction coordinate for transfer
is taken to bez, which is the separation distance of the
component of the center of mass of the solute molecule from
the z component of the center of mass of the slab of water
molecules. The potential of mean force (PMF) is defined in
the constrained mean force approach as

W(z) = — [ 1), dz

wheref/(z) is thez component of the total force exerted on
the solute atz, and [3--[] represents an average over a
canonical ensemble of all coordinates with the valuesof
fixed. By definition,W(z,) is zero atzs = 7, and we choose

7, as a value far from the interface where the force is zero
(i.e. in the bulk liquid or vapor phase). The PMF curve can
also be constructed from free energy differences for two
points along the reaction coordinate as given by

Wz + Az) — W(z) =
—RTIn(@xp{ —[U(z + Az) — U)VRT}) (4)

®3)

whereR is the gas constant, is the temperature, ard(z,)

is the total potential (summed over all interactions in the
system) with the center-of-mass separation fixed,.athe
increment Az, must be sufficiently small so that the
configurations sampled in the constrained averayei
provide an adequate sampling of the potentiatsat Az
Finally, the PMF curve can be obtained from the probability
distributionP(2), which is the probability of finding the solute
molecule at a locatiors along the reaction coordinate,

P(z)

P(z,)

where we again defind/(z) = 0 atzs = 7. Simulations of
P(z5) use a biasing potential that allows for sampling of high
free energy (low probability) regions. A series of biasing
potentials are used to give(z;) for overlapping regions or
“windows” of z;, and the full PMF curve is constructed by
requiring thatW(z) is a continuous function of;.

W(z) = —RTIn (5)

2.2.2. Kinetic Studies of Solute Transport

Some of the solute molecules are surface active; that is,
their free energies at the interface are lower than their free

Chemical Reviews, 2006, Vol. 106, No. 4 1359

reach the transition state dividing surface separating reactants
from products will proceed to products without recrossing
the dividing surfacé&? This approximation obviates the need

reaction rate constant to be expressed in terms of quasiequi-
librium propertiesi(e., partition functions in the reactant and
transition state regions). It has long been recognized that the
TST rate constant can be expressed in terms of the potential
of mean forc€?°* and for the choice of reaction path used
here,z, the rate constant is given ¥y

exp[-[W(Z) — Wy, J/RT]

KST(T) = (6)

keT
hQ¥(m

wherekg is the Boltzmann constarit,is the Planck constant,
QR(T) is the reactant partition functiorzﬁ is the value ofz

at the local maximum in the potential of mean force curve,
and Wg,s is the value of the PMF for the local interfacial
minimum. In this case we are interested in the rate of escape
from a local well at the interface either into the vapor
(desorption) or into the bulk liquid (absorption), so that the
reactant partition function is proportional to the configura-
tional integral over the Boltzmann factor exgdd/RT) where

the configurations are constrained to a region for which the
solute is in the local well at the interface. The PMF is related
to configurational integrals as shown in egs 3 and 4 in which
the value ofz is constrained to a single value. The partition
function can therefore be obtained by an average avier

the region of the well:

MksT
Q'(Mm = % Jrve19% €XPI=(W(Z) — W, o/RT] (7)

whereM is the mass of the solute molecule ane= h/27.
Equation 6 is used to calculate rate constants for both

absorptionk!>1 . and desorptiork}S. . Since the reactant
state is the same for both processes, the ratio of the two rate
constants can be expressed in terms of a free energy

difference

TST
bsorb
TsT exp[— (A\szsorb_ A\Nzesort)/R-l] (8)
esorb
whereAW,, .. ,and AW, ,are the maximum values of the

potential of mean force between the interface and bulk liquid
and between the interface and the vapor, respectively,
measured relative to the potential of mean force at the
interface minimum.

The fundamental dynamical assumption of transition state

theory assumes that a trajectory with the solutez and a

energies in either the gas or liquid phases. For these systemsyelocity directed toward productse.g, away from the

the dynamics of motion into the bulk phases from the

interface) proceeds to product without recrossibg—low—

interface requires surmounting an activation barrier, requiring ever, it has long been recognized that the solvent can induce
long-time simulations to study these events. A convenient recrossings of the transition state dividing surface and that
approach for activated processes is to use transition statehe recrossing can lead to errors in the TST rate con&t&ht.
theory (TST) to calculate the rate constants for escape of Grote—Hynes theor§P is a convenient approach to estimate
the solute molecule into the gas phase (desorption) or intothe dynamical, or nonequilibrium, absorption rate constant.
the bulk liquid (absorption). TST was first used to describe It approximates the dynamics of barrier crossing using a
evaporation and condensation over 50 years®&duhen harmonic approximation to the potential of mean force at
classical mechanics is valid, TST can be derived by making the top of the solute barrier and treats the effect of friction
one approximation, the fundamental dynamical assumption,and random forces arising from solvent fluctuations by a
which states that trajectories originating in reactants that generalized Langevin equation (GLE) with a friction kernel.
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The absorption rate constant is approximated by the relationship between the dynamics of interfacial water
molecules, which are typically followed over nanosecond
~ CHIST 9 time scales in molecular simulations, and the dynamics of

bsorb bsorb

molecular collisions with the surface and evaporation from
where the TST rate constant is given by eq 6. The Grote the surface. At 298 K the gas-phase pressure of water vapor

Hynes transmission coefficienk®", for the GLE model is 24 Torr and the collision rate of water molecules with the
reduces to the following analytical form liquid surface is about 2dcollisions cm? s™%. The average
volume of a water molecule in bulk water is about (0.3 m)
GH _ , GH —1 [ _ GH N therefore, the collision rate is about 1 collision per molecular
W= oy ﬂ) dt exp(x " HE(Z)] (10) area every 10 ns. Thus, the processes of evaporation and

. . . condensation do not play a significant role in molecular
wherewy, is the barrier frequency for the potential of mean  gimuylations, which are typically limited to nanosecond time

force and{(t;Z)) is the kernel for solvent friction on the  scales. We will return to this issue when we discuss kinetics
reaction coordinate at the barrier maximum. The solvent of molecular uptake below.

friction kernel can be calculated from the fore®rce
correlation function via 3.1. Interfacial Properties of Water

N[ 1 . . Since the properties and processes of aqueous interfaces

E(tz) = (MkBT)mF(t'ZO)éF(O’ZO)Do (11) can strongly influence molecular uptake, we first focus on
molecular simulations of the vapor/liquid interface of water.

where 0F(t;2) is the instantaneous force on the reaction Almost 30 years of molecular simulations of liquid/ivapor
coordinate i(e., in a direction perpendicular to the liquid/ intérfaces have provided detailed information about the
vapor interface) for a given solvent configuration. The Structure, energetics, and dynamics of the interface and
ensemble average is over all solvent configurations andMolecules on the liquid surface. Numerous investigators
internal and orientational degrees of freedom of the solute, USing a variety of intermolecular interaction potentials have

in which the center of mass separatiaris kept fixed atzo. performed many simulations of the interface of wétéf.%1%0
Figure 2 shows a representative snapshot from a molecular
2.2.3. Dynamical Simulations of Solute Transport simulation of the liquid/vapor interface of water using the

SPC/E potential, which is adapted from the work of Taylor
et al® Although the quantitative results vary from study to
study, a consistent qualitative picture emerges from this body

Direct simulation of the dynamics of uptake is a convenient
approach to probe the factors controlling transport across
the interface, particularly when barriers are low and the of work:
motion in the liquid phase is diffusive. Two types of : " L
dynamical simulations related to transport of solute molecules (1)hThe 'ltransﬂon from vagor to liquid |fs overhmgle;l((:llj_lar.d
across the interface have been performed. The first is useajer;gt sca;]es. The avtlerage ensity goes rc;mt € bulkhiqui
to obtain the probability that solute molecules stick to the value to the vapor value over a distance o nm.

surface upon impact from the gas phase. In these studies':. (2) Th2e |nAt\(|atrk1“acer|lstrhough on molgcula_ltr length ?ﬁlales (;ee
classical dynamics is used to follow trajectories of solute I 9Ur€ 2)- Although the average density smoothly varies

molecules that begin in the vapor phase, in a region where&cross the interface, snapshots of molecular configurations

W(z) is nearly constant. Initial configurations and velocities SnOW variations in the height of individual molecules that

for the water molecules in the slab are chosen from an hav3e thhe grea;est (?lxtensmn Into the vapo:. f o d
equilibrium simulation of the water interface (with no solute _(3) The interface fluctuates on a time scale of picoseconds

present), and the incident molecule is given an initial random (PS= 107*?s). Irregular features on the interface are created
orientation. The initial center of mass velocity of the incident 21d disappear on the time scale of a few picoseconds.
molecule is taken from a Maxwell distribution in which only (4 Time scales for molecular events at the interface are
those velocity vectors headed toward the surface are includedSnort (on the order of a few picoseconds). For example, the
The second type of dynamical simulation is used to tme scale for interchange of water molecules on the surface
examine the dynamics of solute molecules that are equili- With those below the surface is on the order of a few to
brated at the interface. In this case initial configurations and S€veral picoseconds. , , ,
velocities for both the water and solute molecules are chosen The adequacy of simulation methods and water interaction
from an equilibrium simulation of the water interface with potentials that are used for calculations of interfacial proper-
the solute present. For the systems studied in this mannerlies and processes can be evaluated by comparison with
the time scales for escape from the interface, either by experimental results. Surface sensitive spectroscopic meth-
desorption into the vapor or adsorption into bulk, are long 0ds°! have provided valuable information about molecular
compared to the time scale for equilibration of the solute orientation and hydrogen bonding at the interface. The results
molecule at the interface. After initial equilibration, much from these experimental studies do not provide conclusive

longer trajectories are computed to obtain the probability of {€StS of common simulation results because considerable
finding the solute molecule at a locatian analysis is generally needed to extract quantities that can be

directly compared with simulations. Alternatively, more
3 Results of Molecular Simulations sophistica_lted simulation techniqug; are 'needed to calculate
the experimentally observed quantities directly. An example
We are mainly concerned with the dynamics and kinetics of this type of approach is the theoretical analysis of Morita
of solute molecules at the air/water interface, particular as and Hyne&? for simulating sum frequency generation
these processes are related to uptake of solute molecules bgpectra. Recently, results of these types of modern surface
the liquid. These processes are strongly influenced by the sensitive experiments have been used to question the validity
dynamics of water molecules at the interface. One issue isof simulation methods and particularly intermolecular po-
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Figure 2. Snapshot of a simulation of the air/water interface using the SPC/E potential at room temperature. The left panel shows a side
view of the two interfaces, which are perpendicular to 2to®ordinate, and the right panel shows a top view of one of the interfaces. The
lighter colored water molecules are in the region of the interface where the average density drops below 90% of its bulk value.

tentials for aqueous systerf8 As stated above, we do not Table 2. Comparison of Calculated and Experimental Values of
. - . ' . the Surface Tension of Water )2
believe these results provide conclusive tests of the simula-

tion methods. As an example, X-ray studies of water _ model v (dyn/cm) model v (dyn/cm)
microjets led to the conclusion that the interface is dominated sT2 97+ 6106 SPCIE 65.0F 3.0°°
by hydrogen bonding configurations in which the interfacial ~ MCY 23.7+3.49 SPCIE 69.5+ 3.0
water molecules participate in two acceptor-only hydrogen ~ TIP4P 132+ 46775 SPC-F 123.8°
bonds (the H bonds are between the O atoms on the surface 2”54'3 ;8%6 ; 2 78 ggLS gg’i 252
waters and protons on subsurface waté&tsThese studies SPC/E 66.0F 3.0L00d exp 7705

used action spectroscopies, observing ion and electron yield _
from the surface upon X-ray absorption. The ejected ions __° 1emperature is 298 K unless noted otherwise.= 325 K
n ! experimental value is 68 dyn/cm at this temperatéiie= 300 K¢ T
(e.g, H") preferentially come from water molecules at the =355 k: experiment value is 65 dyn/cm at this temperature.
surface and thus provide a probe of the interface. These
experiments were interpreted as showing evidence that the , ,
orientation and hydrogen bonding of water molecules at the - ST2 -=-SPC/E
interface are different than those observed in molecular v MCY . SPGE
simulations. However, there is no current theory that links 180r _:_Eg"p N sgf;:"
the observed action spectra with molecular structure at the 4 —e—SPGE 4 DC
interface and it is not clear whether the distribution of s —=—SPC/E ——Exp
orientations of water molecules at the interface is equally
sampled by this technique. It seems likely that this type of
spectroscopy only samples those water molecules with H
atoms oriented into the vapor. In other words, this experi-
mental technique may not “see” the molecular orientations
that are most probable in the molecular simulations. There- 50k
fore, it is not valid to use this type of experimental observable
to make general claims about the validity of water interaction P
potentials, as has been done recetly.
A more quantitative test of molecular simulations of 0 . .
aqueous interfaces is the surface tension, for which experi- 300 400
mental values as a function of temperature are well-knt¥wn. TK
A review of surface tension calculations and the differences Figure 3. Surface tension of water as a function of temperature.
in simulation methods is provided by Alejandre and Tildes- Experimental values (denote by symbols) are compared with
ley1% Table 2 and Figure 3 present a comparison of calculated values using different interaction potentials for water.

calculated valughg5260.6597100,106-108 of syrface tension for  affect the calculated results. The SPC/E potential has been

y (dynfcm)
8
-

various water models with experimental valdesto” Al- studied extensively, and comparison of the results by
though there is variation for the different interaction poten- Alejandre and Tildeslé§°with those of Tayloet al® shows
tials, many of the more commonly used potentiagsy( that the effects of simulation size and treatment of long-

TIP4P, SPC/E, and DC) yield values that are within about range interactions change the surface tension by less than
30% of the experimental value. It is noted that the early 10%. The SPC/E potential also provides accurate reproduc-
calculations of surface tensioe.g, for the ST2 potentia?®) tion of the temperature dependence of the surface tension.
used a different technique to compute the surface tension Another property often reported from simulations is the
than is typically used in more recent calculations. In addition, interfacial width. In simulations, this quantity is uniquely
the simulation protocol usece g, number of molecules in  defined as the distance between the location where the
the simulation and treatment of long-range interactions) can average density is 10% of the bulk value and the location
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. sT2 ' example of a snapshot of a hydrophilic solute molecule,
v MCY ethanediol, at the air/water interface. The snapshot displays
4 TIP4P the propensity of the alcohol to orient the OH groups
08 | Igpcc‘re ¢ | downward into the water, leaving the aliphatic part outside
g o SPCIE above the water. In this section we focus on simulations that
= —=—SPC/E provide an understanding of molecular scale processes that
3 e SPCC’E can impede uptake at the air/water interface. Although the
g 08 il rate of passage through the interface is the most important
fg property, we first focus on the energetics that control
£ molecular uptake and then discuss studies of the kinetics and
= dynamics of uptake.
K 3.2.1. Energetics of Solute Transport across the
Gas/Liquid Interface
0.2 . . Calculations of free energies of absorption and adsorption
300 TK 400 have been used to evaluate the accuracy of the molecular
Figure 4. Calculated interfacial thickness as a function of Intera(_:tlons used n Slmulat|0n§ of uptake. Experimental free
temperature for different water models. energies of solvation are available for a number of solute

moleculeg?1%117 and free energies of adsorption at

where it is 90% of bulk. Figure 4 provides a summary of the interface are also available for a few solute mole-
the temperature dependence of this quantity. Values for cules®**>#120Figure 6 provides an example of a calculated
different interaction potentials vary by as much as-80%,  Potential of mean force, in this case for ethanol uptake.
but the more commonly used potentials are in good agree-The zero of energy foW\(z) is chosen to be in the bulk
ment with each other. Experimental measures of this width liquid, i.e., atz; < 0, where we defing = 0 at the interface.
are about a factor of 2 larger, ranging from 0.7 to 1.8 nm The PMF goes through a small barri&harier = 1.6 kJ/
from room temperature to 350 R° This difference has been ~ Mol, upon approaching the interface from the bulk liquid,
attributed to the lack of capillary waves in the simulatihs.  then goes into a wellWsut ~ —6 kJ/mol, at the interface,
Several investigators have also calculated the surfaceand finally rises monotonically from the well to the value in
potential of watef®71110112 |n addition, two reviews of  the vapor phaséMapor~ 24 kJ/mol. The quantities needed
theoretical and experimental determination of surface po- to calculate the rate constant ratio given in eq 8 are energies
tentials have appeared receriy Although calculation of measured relative to the minimum energy at the interface.
the surface potential is straightforward, direct comparison These are the barrier from the well into the bulk, which is
with experimentally derived values is complicated because given by AW, .., = Wharier — Weus =~ 7.5 kd/mol, and the
electrochemical evaluations require measurements on finitebarrier from the well into the vapor, which is given by
dilutiqn glectrolyte solgtiong and it is (_jifficult to separate A\Ngesorbz Woapor — Waurt &~ 30 kJ/mol.
fﬁgtgl?ruet'ggﬁ/g&?&fﬂe':gn;ﬂ'g :ggsso?:u\f\'fem df(;orr:;ttg?:s(;::trg Figure 6 also dgflnes free energy quantities that allow a
: ' . .~ test of the calculations against experiment. The value of the
on this property and refer the interested reader to the reviews

) . solvation free energ\Gsoy is just the difference in the
g;go.wlzlggté%‘? approaches provided by Pt&ind Sokhan potential of mean force between bulk liquid and vapor. With

the zero of energy of the PMF chosen to be in the bulk liquid,
: AGsoy = Wiapor The free energy of adsorption can also be
i.iglwl\g?é?(Ill#[%rrfg(r:(épertles and Processes at the compute.d frpm the PMF bqt is obtained from the_ difference
of energies in the bulk region, where the PMF is constant,
Molecular simulations provide a wealth of information and at the interface, where it is has a well. The free energy
about the structure, energetics, and dynamics of soluteof adsorption requires accounting for the bound states in the
molecules at the air/water interface. Figure 5 shows an interface well. The free energy difference between adsorption

Figure 5. Snapshot of a simulation of ethanediol at the air/water interface using the SPC/E potential at room temperature. The coloring
of the water molecules is the same as in Figure 2. Carbon atoms, aliphatic H atoms, O atoms, and H atoms in the OH group of the alcohol
are green, yellow, red, and white, respectively.
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Figure 6. Potential of mean force for ethanol transfer across the
liquid/vapor interface of water (filled squares) as a function of
distance perpendicular to the water interface. Water density is also
shown as a function of distance perpendicular to the water interface.
Free energy quantities are described in the text.

at the interface and bulk solvation is given by

AGsurf = Wsurf

+G =W,

surf

— RTIn QR

(12)

whereQR is defined in eq 7. Note that the reactant partition
function QR is defined with the energy relative to the
minimum of the interfacial wellWs,+. The integral in eq 7
for the reactant partition function is over the well region,
which in Figure 6 should extend over the regignz —0.4—

0.4 nm. The contribution to the free energy fr@f can be
estimated for the case shown in Figure 6 by approximating energy difference between bulk liquid and the interface). For

W(z) as a parabola. For this systeWi(z;) can be fitted to a
harmonic potential with a frequency of about 100 énAt
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Figure 7. Comparison of experimental and calculated free energies
of solvation (filled symbols) and of adsorption (open symbols) for
several solute molecules.

298 K, QR has a value of about 2 and its contribution to
AGgytis about 0.8 kJ/mol. We can expect contributions from
QR to the free energy of adsorption to be a few kilojoules
per mole or less for the systems studied here. As a first
approximation, the values &G, reported below neglect
this contribution.
Table 3 and Figure 7 present a comparison of com-
puted?6+68.70-737577 and experiment&l14 120 values of
AGpuk and AGg,. The filled symbols in Figure 7 are for
AGuui (the free energy difference between vapor and bulk
liquid), while the open symbols are forAGsys (the free

the wide range of interaction potentials used in these
calculations, the agreement with experiment for &,

Table 3. Free Energies of SolvationAGs.y), Free Energies of Adsorption at the Surface AGsurr), and Barrier Heights in the Potential
of Mean Force Occurring between Bulk Liquid and the Interface Wharrier )2

AG‘solv AGsurtb Wbarrier
solute water model calc exp calc exp calc
methanol SPC/E 18.82 21.314 —8.42 <2¢
TIP4PH* 21.34 21.314 —2.94 <2d
ethanol SPC/E 24,3566 21,1114 —5,9p566 1.6°5:66
TIP4PH* 21.84 21.1114 —5.04 <2d
ethanediol SPC/E 32.6%¢ 38.914 —5.466 1.6%6
decanol SPC/E —39.7%" 8.87
phenol TIP4R* —11.78 —15.9 2.1%8
p-n-pentylphenol TIP4# —36.8° —30.518 ~39
DMSO SPC/ES 391 3615 -9t —10119 —12115 —15120 ~Q°
acetonitrile SPC/EE 18.2%2 —4.82 <2¢
benzene D€ —0.42 —3.2114 —-16.32 <3h
ammonia D@2 23R 1814 0 07
water DC? 287 26! 07 07
SPC/B7 2476 26114 <176 06
OH POL?l 1375,77 1620,117 _4.675,77 075,77
SPCIE? 187 1620417 —5.97 07
HO, SPC/ET 28’ 2816 —3.37 <17
H,0, SPC/E? 427 36116 -1.5% 078
ozone POLY —2.67 —3.516 —4.21 o7’
SPC/E? —2.9 —3.5!16 —4.8° <178
0, SPCIE? —7.5% —8.418 -1.9° <178
N, spc/e’ —13% —1116 —4.27 <17

aThe free energieAGs,t andWharrierare relative to solvation in the bulk liquid. All energies are kJ/Md\.Gsis approximated by\e,+. Errors
from this approximation are in the range-4 kJ/mol (see text): Figure in work by Paul and Chandfashows barrier less than2 kJ/mol.¢ Figure
in work by Wilson and Pohoril¢ shows barrier less thar2 kJ/mol.€ Figure in work by Benjamiff shows barrier<1 kJ/mol.f Eisenthal as
reported by Pohorille and Benjanfif.9 Figure in work by Pohorille and Benjanithshows barrier of about 3 kJ/mdiFigure in work by Dang
and Fellef” shows barrier less thar3 kJ/mol.
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40 | —*Memano —+— Acstonitriie has led to studies that examine dynamical effects that are
|" —=— Ethanol —— Hydrogen peroxide Hr] i i HY H
o el | T eina e missing in a simple transition state theory approach, which
| —o— Decanol - m-. Peroxide radical is the basis for eq 8.
L T One method to include dynamical effects in TST is to use
20 - ——DMSO - Oxygen

Grote—Hynes theory!% which has been applied to the
kinetics of solute uptake by water in two cases in the
literature®®67 Taylor et al® have shown that the solvent
== friction effects are negligible in the region of the PMF
controlling the desorption rate constant, and the dynamical
effects only need be included for the absorption rate constant.
Grote—Hynes theory approximates the effects of dynamical

Free energy (kJ/mol)
(=]

gl recrossings of the transition state dividing surface, which
decrease the rate constant. For ethanol the multiplicative
Grote—Hynes factork®" is 0.12% while for decanol it is

40 + 0.046%" The effect on the absorption rate constant can be

s — R — effectively included by shifting the free energy of activation

. ) ) AW, . by the factor—RT In(x®"). The free energy shifts
Figure 8. Schematic of potential of mean force curves for several absorb :
solute molecules. The zero of energy is taken as the value of the2r® 5.3 anq 7.6 kd/mol for eth_an_ol and decanol, respectively.
PMF in bulk liquid. Values for the barrier, interfacial well, and 1 Nis magnitude of energy shift is not large enough to make

gas phase are depicted. the ratiokl ot Jkioy pless than 1 for the hydrophilic solute
and AGgy is uniformly good. The largest errors iRGpi molecules. For ethanol this ratio of rate constants is reduced

are for the molecules with the largest valuebout 6 kJ/  from about 9x 10° to 1C° with the inclusion of the Grote
mol for ethanediol and .. Similarly, the largest error for ~ Hynes factor.

AGgyrtis also for the system with the largest vattsbout 6 . . .

kd/mol for p-n-pentylphenol. For the hydrophilic systems, 3.2.3. Dynamical Simulations of Solute Transport

the errors are less than about 20% for the free energies. pynamical studies have been used to examine two effects
DMSO is the one system for which there are values for that can lead to lower apparent uptake of solute molecules.
AGpu and AGgys for both experiment and theory. The  The first effect is reflection of solute molecules incident on

calculated value oGy overestimates experiment by about  the ajr/iwater interface. These types of calculations have been
3 kd/mol, and the calculated value &G+ is within 1 kJ/ performed for ethand¥ methanof! HO,, 12t OH,75:77 05,77

mol of the experimental range. The conclusion from a review gng water7:108122.123The results of these studies are sum-
of this information is that the interaction potentials are marized in Table 4. The more recent studies by Roeselova,
cfap.able of reproducing energ_etic quantities to within several vjeceli, and co-worker§ 77 analyzed the trajectories for
kilojoules per mole for a wide range of systems (from geflection, scattering, desorption, adsorption, and absorption
hydrophilic to hydrophobic, including radical species) and of the incident molecule. A deflected trajectory encounters
to within 20% of the free energy values for hydrophilic 3 repulsive interaction at a relatively large distance from the
Species. o _ surface and returns to the gas phase, while a scattered
Table 3 also presents values of the barrier in the potential trajectory makes a single, intimate contact with the surface
of mean forcéMarier The largest value occurs for the system  pefore returning to the gas phase. The probabilities for these
with the deepest minimum at the interfaegecanol gives a  two events are combined in Table 4. Desorption also leads
value of 8.8 kJ/mol. Another system with a deep surface tg return of the molecule to the gas phase, but after initial
minimum isp-n-pentylphenol, but its barrier is only about 3 stjcking to the interface. Earlier studies did not distinguish
kJ/mol. This finding is consistent with the free energy profile petween the different channels that result in the incident
for ethanol shown in Figure 6. Figure 8 summarizes the molecule returning to the gas phase. The probability of loss
computed potentials of mean force tabulated in Table 3. tg the gas phase is time dependent, since there is a finite
Values of the PMF are shown for the barrier, well, and vapor, probability of desorption of adsorbed molecules, so that the
relative to the bulk liquid. For all the hydrophilic molecules, propably of loss to the gas phase increases as the length of
the free energy for removing the molecule from the interface the trajectory increases. Viecedit al’’ provided a nice
to the vapor is greater than the free energy barrier for going analysis of how to obtain a time-independent molecular mass
into liquid. As shown in Figure 8, this finding is general, accommodation coefficient from the trajectories. That analy-
reproduced in a variety of computed restfits™8 70737517 gig \ya5 not performed for the results shown in Table 4, and
for a variety of solute molecules using a variety of interaction the desorption probabilities in Table 4 are reported for the
potentials for water and solutevater interactions (see Table  time limit of the trajectories as indicated in the table. Surface-

3 for references). active species (those with minima in the PMF at the interface)

I ; can stay resident at the interface for a long period of time

8.2.2. Kineilc Stiidies of Solute Transport before either absorbing into the bulk liquid or desorbing into
Substituting the values foAV\/zesorb and A\szsorb for the gas phase. For some of the studies it was not determined

hydrophilic molecules into eq 8 predicts that absorption rate whether the molecules that did not return to the gas phase
constants are larger than desorption rate constants; that iswere adsorbed at the surface or absorbed into the bulk. In
ST kil > 1. This finding is in opposition to the these cases, the reported value represents the sum of
analysis of uptake experiments that have led to the conclusionprobabilities for these two events, which can be interpreted
that the desorption rate constants should be larger. Theas a sticking probability.

disagreement between the simulated values for the relative Except for ozone, the largest probabilities are for adsorp-

kinetics and the experimental implications for these values tion or absorption and the sticking probability is in the range
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Table 4. Results of Scattering Calculations for Molecules Incident upon the Interface of Watér

trajectory probability (%)

molecule water model time (ps) total no. reflected desorbed adsorbed absorbed
ethanof*? TIP4P*# 20 1000 1.8 982
methandi* SPC* 100 500 0.2 998
HO,t21d MCY*43 10, 2¢ 500 0.6 99.4
OH"™>77 POL3* 90 250 6.0 4.8 56.8 324
05" POL3? 90 250 12 64 20 4
H,O77:108 POL3* 90 250 <1 0 16 84
H,0'?? SPC/E? 10-100 1000 0.3 997

aTemperature is 298 K unless noted otherwisg = 310 K. ¢ Adsorption and absorption channels are not distinguish&d= 293 K. ¢ Half the
incident HQ molecules were followed for 10 ps, and the other half were followed for 20 ps.

89—100% at temperatures near room temperature. Nagayamaat room temperature).] The agreement between the molecular
and Tsurat&3'2*also used molecular dynamics simulations simulations and the forced-diffusion equation was excellent,
on the SPC/E and CC potentials to calculate the sticking indicating that the rate of entry of ethanol into water from
probability of water on water interfaces over the temperature the interface is diffusion limited. In addition, during the 30
range 336-550 K and found the sticking probably decreased ns trajectory the ethanol molecule never escaped into the
from 99% to 54% as temperature increased. Similarly, gas phase.

Ishiyamaet al*?® performed MD simulations on the TIP3P A similar study was performed for DMSO on water by
potentiat* and obtained very similar results. Although Benjamirf* with similar conclusions. Comparison of results
sticking becomes<1 for high temperatures, it is 1 for from molecular simulations with those from a forced-
temperatures below about 330 K. The results for ozone arediffusion equation indicated that the time scale in the
unique because it is hydrophobic. As shown in Table 3 and molecular simulations for the process of mass transport from
Figure 8, ozone’s free energy of solvation is uphill in energy the interface into bulk is the same as that given by the forced-
from the gas phase and, therefore, it is more likely for an diffusion equation. The results for ethanol and DMSO are
ozone molecule resident at the surface to desorb than absorbconsistent with an experimental study that clearly demon-

The picture that emerges from these studies is that liquid strated the mass transport of decanol to obey a diffusion-
water is very efficient at dissipating the translational energy controlled mass transfer model for systems that are suffi-
of the incident molecule, leading to rapid equilibration of ciently dilute!?” The study of ethanol led Wilson and
the majority of the incident molecules. After a relatively short Pohorillé“to state that “the mechanism by which an ethanol
period of time (on the order of tens of picoseconds), the molecule becomes solvated can therefore be described as
probabilities of desorbing and absorbing are determined by capture by the interface with almost unit probability followed
the kinetics of the evaporation and absorption processes. Thidy diffusion on the equilibrium free energy surface.”
picture of rapid equilibration of molecules at the liquid/vapor
interface of water is general, being reproduced for four 3.3. Summary
different water models and six incident molecules, as
summarized in Table 4.

The second effect is preferential desorption from the
surface, as opposed to absorption into the bulk, over time
periods much longer than tens of picoseconds. This effect
was studied by molecular simulations of solute molecules
initiated at the interface. Wilson and Pohofifiealculated
a 30 ns trajectory at 310 K with ethanol initially at the liquid/
vapor interface. The trajectory was observed to move into
the bulk, and the average probability of finding the ethanol
molecule in the bulk was appreciable. The time dependent
distribution or probability of finding ethanol at locatian
p(zt), obtained from simulations was compared with the
solution to the forced-diffusion or Smoluchowski equation

The structured.g, density profiles and molecular orienta-
tion), energeticsd.g, free energy profile, surface tension,
and surface potential), and dynamics.g, gas/surface
collisions and bulk liquid/surface exchange) have been
studied by many investigators for a variety of molecules at
water’s vapor/liquid interface. The quantitative results vary
from study to study, but the qualitative trends are similar.
In particular, all calculations of free energy profiles for
moving a solute molecule from the gas phase to the surface
and into the bulk indicate that almost all the small hydrophilic
molecules which have been studied to date are surface active
(i.e. their free energy at the interface is lower than that in
the bulk) and that the free energy profiles exhibit only small
intrinsic barriers (typically less than 5 kJ/mol) for moving
> the solute from the bulk liquid to the interface. Based on
op(z.t) _ D 0°p(zh) +D3a p(zt) ﬂ\" (13) these studies, the general conclusion is that the absorption

ot 97 kTa "oz rate is larger than the desorption raite,, Kapsorb > Kdesorb
which contradicts the interpretation of uptake experi-
whereD is the diffusion coefficient for the molecule in water ments38193.128jolecular simulations of dynamical processes
and W is the PMF. [Equation 13 can be generalized to for solute molecules at the interface are consistent with the
account for az-dependent diffusion constant. The relation kinetic studies-absorption is faster than desorption.
between detailed molecular motion and approximate descrip- The MD simulations do not include collisions of other
tions such as eq 13 continues to be an active area of researchvapor molecules, particularly water molecules, with the
For an estimate of the position dependence of diffusion surface that could affect the dynamics of solute uptake. We
coefficients, see ref 126. These studies indicate that diffusioncan estimate time scales of absorption and desorption and
is faster in the interfacial region and the bulk diffusion compare them to collision processes that are described at
coefficient is recovered when the average density attains itsthe beginning of section 3. By using the computed energetics
bulk value €é.g, about 0.5 nm from the interface for water of the mass transport process, the potentials of mean force
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(PMFs), with transition state theory, rate constants for coupled with chemical reactioff. The most widely used

desorption into the vapor and absorption into bulk liquid can scheme of heterogeneous kinetics is given by the resistance

be approximated. Lifetimes of the solute molecule to model? which decouples the observed rate into elemental

desorption and absorption are given by the reciprocals of steps in the gas, interface, and liquid as follows:

these unimolecular rate constants. For ethanol, these values

are 70 ns forgesorhand 0.1 ns fotapsors Where the absorption i_1 + 1 + 1 (15)

lifetime includes the GroteHynes correction factor. The y Iy o Igt+Ty,

time scale for diffusional motion of ethanol in water can be

estimated fromg = 12/D, wherel is a characteristic length ~ where the inverse aof is given the interpretation of an overall

scale andD is the diffusion coefficient. The diffusion resistance for mass transport and the three terms on the right-

coefficient for ethanol in water is aboutx 1075 cm? st hand side correspond to resistance in the gdg)&hd liquid

so that the diffusional time scale for molecular length scales [1/(I'sa +T'xn)] and at the interface (&). All the rate

(I = 0.3-0.6 nm) is about 0.040.05 ns. The lifetime of  constants in eq 15.e., I'g, I'so, I'ixn, @anda, are normalized

the activated absorption processssons iS longer than the by cov/4 and are dimensionless. Equation 15 assumes that

diffusional lifetime, zqirr; therefore,rapson Sets the lifetime the overall transport consists of serial, multistep processes

of about 0.1 ns for an ethanol molecule on the surface. As Whose Kinetic rate constants are independent.

discussed above, the collision rate of vapor-phase water Animportant parameter in describing gas-phase transport

molecules with the molecules on the surface at ambientis the Knudsen numbefn, which is equal to the ratio of

conditions is about 1 collision every 10 ns. Therefore, the the mean free path of molecules in the gas phase to the

dynamics of solute molecules interacting with the surface droplet radius. There are different expressions fbl, bver

should not be affected by collision of water molecules with the diffusive regimeKn <1) and the transition regimé&

the surface. ~ 1), although these formulas generally provide similar
resultst The most widely used formula for analyzing uptake

4. Modeling Uptake experiments is given by Fuchs and Sutulgth,

While molecular dynamics simulations provide a straight- 1  0.75+ 0.28Kn 6Dg
forward means to study interfacial mass transfer dynamics T~ T Kn(L+Kn) =" (16)
at a molecular level, it is a very challenging problem to g
compare on the same footing the molecular-scale information\,\,hereDg is the diffusion coefficient in the gas phase ahd
thus obtained with the kinetic measurements by heteroge-is the droplet diameter. In the diffusive limig — 0), 1,
neous uptake experimerfi$ This difficulty arises because  pecomes
the phenomenological uptake kinetics is controlled by

coupled transport in the gas and liquid phases and at the 1 do D, 1
interface. Accordingly, careful analysis is indispensable to T “gp. 0467 -5 (Kn—0) (17)
derive intrinsic information on interfacial mass transfer from 9 9

observed transport phenomena. This section briefly sum-
marizes recent investigations of uptake experiments toward
meaningful comparison with molecular simulations.

The last expression can be directly derived from the
Smoluchowski diffusion equatiofi? assuming a spherical
gaseous concentration field around the droplet. (The term
- . Y, comes from the kinetic collision correction at the
4.1. Uptake Coefficient and Resistance Model b(znundaryl.ﬂ)

In molecular dynamics studies, the microscopic interfacial ~ The third term of eq 15 includin@so and I'ix, assumes

mass transfer rate is defined by the sticking probability that the liquid-phase transport and the chemical reaction
occur in parallel in the liquid phase. By solving the diffusion-

number of molecules adsorbing or reaction equation in the liquid pha¥8,the third term is
o = absorbing into the liquid 14) represented as
number of molecules impinging from

D
the gas into the surface Ity = %RT(\/% + ./le) (18)
(0=a' =1)

whereH is the Henry constant for the solutg,is the gas
gonstant,D. is the diffusion coefficient in the liquid, ankl

is the (pseudo-) first-order rate constant in the liquid. In many
cases of liquid-phase reactions after uptake, the rate constant
for reactions with a trace amount of solute is reasonably
described as pseudo-first-order. Note that the solubility term
I'solis time dependentyt~*2, describing transient transport
before reaching saturation.

On the other hand, the observed mass transfer rate in uptak
experiments is represented by the uptake coefficjera
widely used parameter for atmospheric applicatibh§he
latter is defined as the net deposition flux from gas to liquid,
normalized by the maximum collision flux per unit surface
area given by the quantitgv/4, wherec, is the concentration
in the bulk gas phase ang = (8ksT/zM)*? is the mean
molecular velocitya' andy are the dimensionless parameters - -
for mass transfé)r/ efficiejr/lcy, in the molecular ar?d phenom- 4.2. Mass Accommodation Coefficient
enological senses, respectively. Determining the relation In the resistance formula of eq 15, the second term 1/
between these two quantities is an ultimate goal for the should account for interfacial resistances called the mass
analysis of heterogeneous kinetics. accommodation coefficient, referring to the normalized flux
The uptake coefficieny involves gas-phase diffusion, across the gas/liquid interface. In the coupled diffusion
transport across the interface, and liquid-phase diffusion equations for multiphase transpodt,is introduced in the
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Table 5. Experimental Mass Accommodation Coefficientst of
Soluble Species into Liquid Watet?

gas T (K) o
SO, 260-292 0.11%°0.13 (298 K§-14
HO, 275 > 0.0220>0.2%2
H,0, 273 0.18°
N2O, 271-282 0.06-0.04
HNO; 268-293 0.19-0.07}%0.11 (298 K§4
NH3 290 0.097:140.04 (299 K)¢0.08®
CH;OH 273 0.05&
HCHO 267 0.02
CH;CHO 267 0.0%
HCOOH 273 0.04%
CH;COOH 273 0.06720.19 (258 K¥°
HCI 274—294 0.18-0.06}10.12
CHsSGH 273 0.13%
phenol 278-298 0.037-0.0066°8
H.O 258-280 0.32-0.17320.006-1%
C,HsOH 273 0.04870.100%60.0278 (273.8 KY

boundary conditions for mass flux across the discontinuous
interface!33134 Table 5 summarizes mass accommodation
coefficientsa of soluble solute molecules into water, reported
by heterogeneous experimeft§ 12.14.15.18,20,22,23,2€8,32,33|¢
is noteworthy that the experimental valuesxadre generally
<1. Even in very soluble species (an extreme case of which
is water),a is on the order of 0.1, which might appear
inconsistent with molecular dynamics simulations.

In connection to the resistance formula, some questions
arise associated with the definition @f First is the validity
of the fundamental assumption of eq 15 to decouple the
multistep processes. This assumption has been widely
accepted for heterogeneous mass transport, essentially be
cause of separation of the spatial and temporal scales for
the transport processes. Gas-phase and liquid-phase transpa
occur in spatially distinct regions, and the diffusion coef-
ficients in liquid and gas are usually separated by several
orders of magnitud& However, the validity of decoupling
interfacial transport from diffusive transport in the gas and
liquid phases is less evident. Assessment of the validity of
this approximation requires quantitative considerations from
a multiscale perspective, as mentioned in the Introduction.
Equation 15 rather defines the parametebased on the
decoupling assumption.

The second question, closely related to the first one, is
the relation between anda'. They are both dimensionless
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Figure 9. Schematic picture of the droplet train flow tube.
(Reprinted with permission from ref 25. Copyright 1996 American
Chemical Society.)

4.3. Uptake Measurement and Analysis

Uptake measurements have been carried out with a variety
of experimental devices, including Knudsen cells, droplet
train flow tubes, coated wall flow tubes, aerosol flow tubes,
and impinging flows:” These techniques commonly derive
the uptake coefficienty by measuring the concentration

parameters, commonly associated with mass transport efchange in the gas (or liquid) phase in contact with the

ficiency at the gas/liquid interface. Despite their analogy,
one should be cautious of equatimgwith o'. The two
quantities have distinct origins in definitions;is derived
from the kinetic analysis of the uptake coefficienvia eq
15, whereas!' is directly defined from the surface scattering

interface under controlled conditions. A special case of
uptake is condensation, where the solute species is the same
as the liquid, and consequently, it is not straightforward to
measure the concentration change. In this case, the net growth
rate of droplets or films can be measured at a supersaturated

events in a molecular simulation. In fact, this apparent condition®0:32

analogy has caused a great deal of confusion in the The droplet train flow tube has been extensively used to

interpretation of uptake experiments. To distinguish the two, report a comprehensive set of mass accommodation coef-

we call o the mass accommodation coefficient awdthe ficients of soluble species into water. This experimental

sticking probability. technique has a humber of practical advantages to focus on
The third question is how the other terms in eq I3, the mass accommod_ation process as o_Iiscussed below. In this

T'sor, andlin, are calibrated in the process of derivimdgrom §ubsect_|on we examine the Qroplet train flow tube approa_ch

y. The calibration may depend sensitively on the derived in detail, as a representative example to compare with

value of o, when the gas- or liquid-phase resistance is Molecular simulations.

substantiat3®® The use of eqs 16 and 18 to estimate the gas- )

and liquid-phase resistanc%s, for example, involves ideagllized4'3'1' Droplet Train Flow Tube

assumptions. In some cases the input parameters, such as A schematic picture of the droplet train apparatus is shown

the Henry constant, are not well-known. This calibration is in Figure 9. It uses a highly controlled train of droplets

an important but challenging issue under realistic conditions passing through the low-pressure flow reactdrhe gas

of uptake experiments, and is discussed next. region in the flow tube contains a trace amount of solute
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Figure 10. Geometric configuration of the droplet train flow tube.

Garrett et al.

the uptake coefficieny is given by
4F,

— In(cl(L))
(S —SL \ci(L)

After obtaining the uptake coefficient, the mass accom-
modation coefficient is derived from eq 15 with proper
calibration.

y (23)

4.3.2. Advantages and Problems

The experimental technique illustrated above has a number
of advantages. (a) The total pressure is typicaih?28 Torr,
and the droplet diametetis tens to hundreds of microns.
Relatively low pressures and small droplets are utilized to
suppress the gas-phase diffusive resistandg. 1b) By
changing the droplet speeg (typically tens of m/s) and
the interaction length. (~cm), the exposure time of the

species in saturated water vapor. A carrier gas such as Hdiquid surface can be controlled on the order of milliseconds.
or Ar is used if necessary. The decrease in the gas-phasérhis short and controllable exposure time is a great advantage

concentration is measured after contact with the droplet [0 evaluate the liquid-phase solubility resistancé'sd/

surfaces.

A vibrating orifice with a frequencyy, generates a train
of monodispersed droplets. As illustrated in Figure 10, the
orifice diameter is assumed to Hg the droplet speed igy,
the spacing between the droplet centei,ignd the volume
flow rate of liquid isF,. These parameters should satisfy the
following geometric relation,

=2, = %dozvd, vy = fd

FI=56

(19)

C

and consequentlgl ~ f ;“® andd, ~ f ;* at a constank;,
indicating that a higher orifice frequency results in smaller
droplets with a smaller spacing between droplets. The liquid
surface area per unit flow tube segmetjs therefore

37_[2 2/3 3
(T) F| (1/3)d02f(::|.)/3 ~ fé/3 (20)

(c) The liquid surface is constantly refreshed to minimize
accumulation of surface impurities at the liquid surface.
(d) Since the ambient gas contains a saturated vapor of the
liquid, net condensation or evaporation of the droplets is
suppressed in the flow tube. Therefore, mass transfer is
effectively decoupled from heat transfer in the measurement.

Features (a) and (b) above allow this technique to be
applied to the cases of relatively large (hence small
interfacial resistance &J, where the mass accommodation
is not necessarily the rate determining step in the uptake
process. In addition, features (c) and (d) offer simplified
uptake conditions with little influence of surface impurity
or nonequilibrium heat transfer. These advantages make this
technique a unique experimental means to study mass
accommodation of soluble species into water.

On the other hand, the analysis also poses a number of
problems that need to be addressed. First, the uptake
coefficienty is derived using the one-dimensional eq 21 on
the basis of the plug flow assumption. While the plug flow
assumption is widely used to model flow tube experiments,

The decrease in solute concentration in the gas phase idts use for modeling the droplet train flow tube is more

usually analyzed under the plug flow model, which assumes questionable because the running droplet train induces
the gas flow as radially uniform in the flow reactor and significant radial gradients of the concentration and velocity
thereby allows a one-dimensional treatment of the gas flow in the gas flow, as we illustrate below.

along the axis. The axial dependence of the solute concentra- The second problem is the difficulty to assess the gas-

tion c(2) is given by the following differential equation,

de(2) _ vyS
“dz 4, @1)
whereFg is the gas volume flow rate and the concentration
c(2) is radially averaged over the cross section of the flow
tube. Equation 21 is integrated along the axial interaction
lengthL to give the uptake coefficient,
_ 4k | c(L)
n —_
c(0)

Y =331 (22)

phase resistance, as the actual uptake occurs into a train of
running droplets in the gas flow. This situation is apparently
different from the ideal situation of the FuchSutugin or
Smoluchowski formulas, eq 16 or 17, which assume spherical
boundary conditions around an isolated droplet in a quiescent
gas field. The actual conditions in the flow tube are not
amenable to analytical treatment, and thus experimental
analysis has resorted to an empirical estimation, whose
accuracy or reliability should be carefully examirngél.

Third, the resistance in the liquid phase also deserves
further investigation. One possible missing effect in the
conventional uptake model of section 4.1 is convection within
the liquid droplets. The moving droplets could cause internal
convection through the shear interaction to the gas, which

The actual experimental apparatus can change the liquidcould enhance the liquid-phase transport of solute species

surface are& by switching the orifice frequencis, and it
can measure the variation in concentration. Accordingly, for
two measured concentrations at the egi(L) and cx(L),
corresponding to two surface are&andS,, respectively,

into the inside of the droplets. While internal circulation was
experimentally observed for falling water drops in clods,
this shear interaction in the droplet train flow tube is expected
to be less significaAt” because of the low pressure in the
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flow tube and hydrodynamic coupling among the moving [x107'9
train of droplets. However, a quantitative understanding of 15[
the liquid convection effect remains unsolved in the uptake
experiments. In the following section we focus on the first
two problems associated with gas-phase transport in the flow
tube.

—
o

m

conc. [molec./cma]

4.4, Fluid Dynamics Analysis for Gas-Phase
Transport

As discussed above, gas-phase transport in the droplet train (b)
flow tube should not be regarded as ideal diffusion as the
original Fuchs-Sutugin formula assumes. To empirically
account for gas-phase resistance in flow tube experiments,
a modified Fuchs Sutugin formula has been proposed and
used!3*® where the Knudsen number in eq 16 is substituted
with an effective quantityKnef: O3 3 4 5 & 7

radius [mm)]
1 = 0.75+0.28%Kn"" neff = % (24) Figure 11. Typical radial profiles of (a) solute concentration and
I‘g Kneﬁ(l + Kneff) ! doﬁ (b) axial gas velocity. in the flow tub®2 The horiz_ontal dotted .
lines denote the radially averaged values at this cross section.
(Reprinted with permission from ref 122. Copyright 2004 American
Chemical Society.)

vy [m/s]

The effective Knudsen numb&n® is defined on the basis
of the orifice diameted, instead of the droplet diametdr

whose relation is given by eq 19. However, the physical radial direction, implying that the diffusive transport in the
meaning ofkn®" or eq 24 is not clear. flow tube approaches two-dimensional. Figure 11b of the
Precise modeling of the gas-phase transport should takeye|ocity profile shows that the background parabolic profile
account of (a) purely diffusive transport, (b) gas flow and of |aminar flow is perturbed by the moving droplets in the
motion of the droplets, and (c) hydrodynamic interference vicinity of the axis.
among the droplets. The last term (c) accounts for the effect  Both radial profiles indicate deviation from plug flow.
that a droplet sweeps the same path in the wake of otheryhen the plug flow assumption breaks down in egs 23,
droplets. All these factors can be quantitatively treated by they value thus derived from the axial concentration decay
computational fluid dynamics (CFD) simulations for the gas may not be identical with the value defined from the
flow in the droplet train flow tubé¥***The power of this  geposition rate. Here we call the former operational definition
computational technique is that one can straightforwardly of the uptake coefficient “slope” (ysiopd and the latter
evaluate the gas-phase resistance by numerically solving thentrinsic definition “localy” (yi.ca) to distinguish the two.
coupled diffusion and fluid dynamics equations in the flow Estimating the difference between these two quantities is one
tube. It is possible for the calculations to mimic accurately jmportant goal of CFD simulations.
the ambient and boundary conditions of experiments. The difference betweepopeandyioca is partly attributed
CFD simulations can be conveniently carried out by a to the fact that the gas velocity, in a nonuniform flow
commercial software suite, such as Fluéfand details of  goes not necessarily coincide with the solute flow velocity
CFD simulations are given elsewhéfé.CFD simulations Vsolute Vg @Nd Vsoue are given by
incorporate uptake of solute species into the droplets by

imposing an (incompletely) absorbing boundary condition Rube
on the droplet surface. The rate constant of surface deposition V.= fO v(r. 22z dr — Fy (26)
ks is determined from the mass accommodation coefficient 9 fR‘”‘”’an dr AR b2
a a§_22 0 ube
= Riube
D Jo (.2 o(r.2)2sr dr
=v_% 0
ks 22— qa (25) Usolute = (27)

j;R‘“bec(r,z)Zm dr
Accordingly, the value ot is treated as an input parameter
in the simulation. Then the concentration field of the solute \yhere v(r,2) and c(r,2) are the axial gas velocity and
species is calculated in the flow tube, and the uptake concentration distributions in the cylindrical coordinates) (
coefficienty is derived via eqs 2123. The relation between  andRy.is the radius of the flow tube, as shown in Figure
y anda is thereby unambiguously investigated. 10. Sincev(r,2) andc(r,2) are available from CFD simula-
. tions as shown in Figure 11, calculations@f and vsete
jgsimgﬁgnlz low and Concentration—Plug Flow are straightforward at an arbitrary_cross sectiorz.a(tF_D
simulations also allow direct evaluationyajc, by calculating
CFD simulations can reproduce the solute concentrationthe deposition flux into droplets.
distribution and the gas flow in the flow tube. Figure 11  Simulations generally yield a tendency fay > vsoueand
illustrates typical examples of radial profiles of concentration ysiope > Yioca- The former relation can be anticipated from
and flow velocity. It is apparent in Figure 11a that the solute the gas velocity and concentration profiles of Figure 11,
concentration is strongly depleted near the axis because ofindicating that the axial flow of the solute is mostly carried
uptake into the droplet train. Actually, the concentration by background gas flow except near the centerline. Since
gradient of the gas flow is developed cylindrically along the the gas flow near the centerline is faster than that of the
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background because of shear drag by the moving dropletsithe inherent quantitative accuracy of the conventional
the solute velocitysoute IS generally smaller than the gas experimental analysis is aboutl5%. In some cases, the
velocity vg. Accordingly, ysiope tends to overestimate the  uncertainty in the experimental analysis may have significant
uptake rate, due tBg (=vgRwsé) in the denominator of eq  consequences on the experimental derivation.dfiere we
21. Quantitatively speaking, however, it is rather fortunate illustrate a typical and important example, the condensation
to have confirmed that the deviation 4Qoiute OF Yiocal IS NOt coefficient of water.
very significant, within~10%, for practical conditions of Studies of the water condensation coefficienhave a
the droplet train apparatdi¥which supports the conventional long history3232.13%hough it is still an open question whether
analysis of eqs 2123. The small deviation from plug flow ¢ is'1 or not. While condensation and mass accommodation
is understood by the fact that the portion of the flow tube 45.e regarded as the same process at the molecular level,
under strong perturbation by droplets is restricted to be neareyperimental studies of condensation may have additional
the axis and thus_|ts area occupies a relatively small fraction complicating factors compared to the usual uptake measure-
of the cross section of the flow tube. ments, such as surface impurities or latent heat production
We also note in passing that the deviation from the plug during condensation. While it is not straightforward to
flow assumption can lead to dramatic consequences whenmeasure the change in solute concentration during the
wall loss effects are involved, such as efficient-H condensation process, &t al 33 circumvented this difficulty
exchange in uptake experiments with isotope exchange, sincehy employing isotopically labeled water and thereby suc-
the wall area is much larger than that of the droplets. In such ceeded in measuring the condensation coefficient using the

cases, special care must be taken to deyivalues!4? droplet train flow tube. Their reported value afis 0.17—
0.32 near room temperature, which again is smaller than the
4.4.2. Dependence of Frequency and Speed value of 1 predicted by MD simulatiortd? 125
Another important assumption in the derivation pf The condensation coefficient of water offers a good

through egs 2323 is thatygope (and accordingly the gas-  OPPortunity to compare the droplet uptake experiment with
phase resistance) does not depend on the orifice frequencynolecular simulations, as an example of the accommodation
fo or droplet speedg. This assumption is also made in eq Ccoefficient of soluble species into water. As extensively
24, the empirical formula for gas-phase resistance in the flow discussed in section 3, the MD simulations have generally
tube. The validity of this dramatically simple assumption is reported a unit sticking probability of water into water near
not evident, because these parameters have explicit influencé00m temperatur&? 12 The mass transfer process of water
on the droplet configuration and boundary conditions of the in experiments is easier to analyze than that of other species
gas flow. The validity of this assumption should have a direct because the liquid-phase resistance after condensatibiy 1/(
consequence on the accuracyjoéind hencen. + '), is thought to be negligible (in fact, finite solubility
The CFD calculations with varying, and vy have _re5|stance41750| mlght play a role in water accommodation
confirmed that the uptake coefficieptis fairly insensitive " watef*), allowing us to focus on gas-phase transport
to the orifice frequencys or the droplet speedq1® This ~ 2nd mass accommodation. In this system, the accuracy of
approximate invariance of with respect to changes fais 1/Tq is of critical importance to the derivation of, since
valid to within ~15% over the experimental rangefgfThis 1€ gas-phase transport becomes the rate-determining step.
invariance may be qualitatively understood as follows. By VWNile the gas-phase pressure in the flow tube is much lower
controlling fo, both the droplet diametat and spacing than that at atmospheric conditions, the saturated water vapor

vary simultaneously as ~ f-3 andd, ~ f,~%, indicating necessarily imposes a condition of relatively small Knudsen

that a largerf, results in a smaller diametdrand a smaller number &n ~ 0.3 or less) on uptake e_xperlments._
spacingd.. Thus, the smaller droplet diametéreduces the The water uptake process was simulated using CFD
diffusive resistance by increasing the Knudsen number, Simulations under ambient and geometric boundary condi-
whereas at the same time the smaller spadingugments  tions that precisely correspond to the droplet train experiment.
the hydrodynamic interference among the train of droplets. CFD simulations aT = 0 °C were performed assuming two
These two opposing effects cancel each other to some extentyalues ofa, eithero. = 0.23 (experimental value atC) or
leading to the apparent invariance. o =1 .(Slzlzq%fSted by the MD result of unit sticking
In terms of the droplet speed dependence, the calculationsprobabllltyil . ), and they yalues were denvgd according
predicted a tendency for larger values of spegdo give to the experimental analysis outllned_ln section 4.1. C_alcu-
larger values ofy. It is quite understandable that droplet lated values of are compared to experimental ones in Figure

i, oo 12, plotted as a function dfnéff. Values computed using
movement should facilitate gas transport. The quantitative - : i
dependence of on v4 turned out to be fairly modest, in g‘gén‘)d'f'ﬁd ]!:ucénSSutugln fcl)rmulfaT%q 24 over(;,\.stm:'ate 'the
parallel to that of the RanzMarshall formulal®3 The Ranz- results for the same vaiue al This overestimation IS

Marshall formula was originally proposed to represent the ](caxplailned bﬁhe tendency of th?} modifieﬂ Fuelaitugin
deposition rate into a single droplet, not a droplet train, under fomula €q 24 to overestimate the gas-phase resistice
a flow condition. Over the experimental rangeqf(= 16— compared to the CFD simulations that accurately mimic the

44 m/s), variation iry was calculated to be within £112% experimental conditions of the water uptake. The lower value
by the éFD calculations. of a is needed for the modified FuchSutugen formula to

reproduce the experimental results. The CFD analysis was
4.4.3. Quantitative Evaluation for Water Condensation further utilized to examine the inherent uncertainty in the

experimental analysis of water uptake, revealing that the

The CFD simulations have shed light on the uptake processexperimental measurement could be interpreted in the range
of the droplet train flow tube and, fortunately, have supported of a = 0.2—1 within the current accuracy in the experimental
some assumptions in current experimental analysis in aanalysis'??> This implies that the condensation coefficient

semiquantitative sense. The simulation has also revealed thammeasured by the droplet train experiment is not necessarily
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Ty return to the vapor rather than being absorbed into the liquid.
- This discrepancy stresses the need for greater understanding
of the important process of uptake.

This work reviewed the results of molecular simulations
that were performed with a variety of methods using a large
number of interaction potentials. The accuracy of the
simulation methods and potentials has been validated for a
variety of aqueous properties and processes. However, most
of the interaction potentials are empirical (fitted to reproduce
experimental data), and interfacial properties were not part
of the empirical data used in the fitting procedure. Therefore,
the accuracy of these potentials for interfacial processes,

Figure 12. Comparison of simulated and experimental values of o ticularly those related to uptake. has been recentl
for water uptake as a function &heff.122Red symbols correspond P utarty P ’ ntly

%/o CFD caIcFl)JIations with an assumed valueyoofz 1, and brl)ue quest'&qgadps,ms,m Results from recent X-ray experi-

symbols are for CFD calculations with = 0.23, whereas black ~ Ment$®****have been employed to cast doubt on the accuracy

symbols denote experimental valéfe®r H,170. The solid curves  Of potentials used in molecular simulations. As discussed in
denote results using the modified Fuet8utugin formula eq 22 section 3.1, these experimental observations do not provide
with assumed values af = 1 (red curve) andx = 0.23 (blue direct probes of molecular properties calculated in molecular
curve) fora. (Reprinted with permission from ref 122. Copyright  gjmuylations. Complex analysis based upon approximate
2004 American Chemical Society.) electronic structure calculations for cerkole excitations
is used to extract structural information that is compared with
simulation results. The current work presents direct, quantita-
tive comparisons of experimental and computed properties
4.5. Summar such as surface tension and free energies of solvation and
y . : : e
i _ ) ) ) adsorption, and these comparisons provide validation of the

While the droplet train apparatus is particularly suitable accuracy of the potentials used in the simulations. We do
to study the mass accommodation into water, careful analysisnot find the qualitative, indirect comparisons cited above a
of the gas flow should be a basic requisite for discussing compelling reason to discount the large literature of molec-
interfacial resistance. The computational fluid dynamics ylar simulations addressing uptake. In addition, these recent
(CFD) calculations are quite useful for this purpose, though experimental results are not without controvety.

the use of CFD is scarce in the field of molecular science. - - : :
. . e o The simulation methods are by necessity approximate.
It is rather fortunate that the CFD investigation has justified More systematic approaches are now being used to develop

gqx(:)séri(r)r]:etr?; | eg:g&g‘?sl 22%?%'&%;5;3n(evl\xthﬁlesd%'); the interaction potentials for water from first principles, which
However, the estimated uncertainty from the CFD simula- (ECIUde important physical effects such as polarization and

tions also suggests that the empirical formulas should be use exibility (for example, see the work of Xantheas, Burnham,
X  Sugg pinicarforr nd co-worker$Y). These new potentials have been validated
with caution when the accurate calibration of the gas-phase

resistance is critical, such as for the condensation coeﬁicientfor large water cluster3, and as they become validated for
of water ' bulk water properties, it will be important to test them for

In summarv. the relation between the mass accommodationinterfadal properties to see if they introduce significant
. ry, the re . "~ changes in any of the important interfacial properties that
coefficienta, which is derived from heterogeneous kinetic

measurements, and the sticking probabititycalculated in a}ffect uptak_e . Another approach would be.to modify intgrac-
molecular simljlations remains an open auestBi146 tion potentials to reproduce the experimentally derived
The apparent discrepancy betweman%a’ ghallengés the observation that most incident molecules return to the vapor

uptake experiments as well as molecular simulations. Precis rather than being solvated. An interesting question is: what
P P ’ > types of modifications would be needed to obtain that result

measurement and analysis of uptake experiments are il iy doing so, how wel would the modified interaction
ging, P y potentials do at reproducing bulk and interfacial properties

experiments does not necessarily allow for quantitative g\ nich the current interaction potentials do a good job?
comparison to molecular simulations in cases.of ~0.1.

microscopic interpretation of the uptake experiments. is ample evidence that they are adequate, more effort needs
to be invested in bridging the gap between the heterogeneous

: uptake experiments and molecular simulations. As noted in
5. Summary and Conclusions the Introduction, experiments probe macroscopic scales while
The summary of results from molecular simulations molecular simulations probe structure and dynamics at
presented in this work supports a picture of solute transport microscopic scales. From the experimental side, it is chal-
across water’s vapor/liquid interface in which a hydrophilic lenging to precisely evaluate the interfacial resistance at the
solute molecule impinging on the surface is rapidly equili- water/vapor interface when the mass accommodation coef-
brated, sticks to the surface of the interface with nearly unit ficient o is relatively large, typically>0.1. Further work to
probability, and then diffuses into the bulk liquid on a free improve the accuracy of both measurement and analysis is
energy surface. Analysis of a large number of experimental desirable. Some of the key aspects to improve the experi-
observations of uptake, using a variety of techniques, mental reliability are quantitative knowledge of the gas-phase
supports a view of mass transport that is diametrically and liquid-phase transport, which is in fact lacking under
opposee-most solute molecules that collide with the surface many experimental conditions. Precise description of diffu-

0% o1 o1 1
Kneﬂ

inconsistent with molecular dynamics simulations. Davidovits
et al.in their recent commet£ disagree with this conclusion.
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sion and convective flow under realistic boundary conditions

should greatly help the analysis of uptake. Then the reliability
of the resistance model and the microscopic meaning of the (11,

mass accommodation coefficiemtvill be properly discussed
in relation to molecular simulations.

The next step is to go beyond the more phenomenological (13)
approaches such as the resistance model to develop multi-
scale models that accurately include molecular scale phe-
nomena in continuum models. The Boltzmann equation with
appropriate boundary conditions provides a means of de-
scribing the behavior of vapor phase molecules adjacent to

an interfacé>? There has been recent progress in using

molecular dynamics simulations to test commonly used forms

for kinetic boundary conditions that are employed in the
Boltzmann equatio**?5 Future work that makes a closer

connection between a continuum and molecular description

may involve extending the Smoluchowski analysis to the

Knudsen regime. Analysis based on the Grad analysis of the
Boltzmann equation (see for example refs 153 and 154) can

take into account some of the molecular details of the

interface by extending the analysis to include a potential of

mean force profile. The resulting influence on the flux may
result in significant deviations from the Fuchs and Sutugin
interpolation formuld?® Further work along these lines, as

well as a solution to the Boltzmann equation for conditions

relevant to molecular uptake by water surfaces, would be
helpful in resolving the current discrepancy between experi-

ment and molecular simulations.
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